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Graph Neural Networks

Message Passing

2Scarselli et al. (2008), Li et al. (2015), Kipf et al. (2016), Defferand et al. (2016), Xu et al (2017), Gilmer et. al (2017)



Representation Capacity of GNNs

GNNs learn functions on graphs

GNNs cannot distinguish many non-isomorphic 
graphs

GNN GNN

3Murphy et. al (2019), Chen et. al (2020)

Why?



1-WL Color Refinement
GNN = 1-dim 1-WL Color Refinement

4Keyulu et al. (2018), Morris et al. (2018)



1-WL Color Refinement
GNN = 1-dim 1-WL Color Refinement

Equitable partition can not be further refined

5Keifer et al. (2020)

Many graphs map to same coloring



Individualization and Refinement

Individualize

Refine

6Mckay & Piperno (2014), Fig adapted from https://pallini.di.uniroma1.it/



Individualization and Refinement

Graphs are distinguishable 
after one step of IR

GNN/1-WL cannot 
distinguish two graphs
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Search Tree of Colorings

Search Tree unique to Isomorphism class

Preserve Permutation Invariance

Search Tree of Colorings
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PF-GNN
Universal representation on graphs
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Probabilistic representation

            approximation with                            sampled paths



PF-GNN
Observation: IR resembles State Transition

Particle Filters provide principled method of 
approximating the belief on embeddings.
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PF-GNN

Initial Belief

Start with K GNN equitable refinements
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PF-GNN

Transition to next state of colorings

● Sample a node and individualize
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PF-GNN

Transition to next state of colorings

● Sample a node and individualize

● Refine the colorings
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PF-GNN

Weights update with 

discriminative observation 

function 
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PF-GNN

Particle 
Resampling
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PF-GNN

Updated belief 
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PF-GNN
Minimize expected loss on sampled paths

Train with policy gradient loss
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Experiments

Graph Isomorphism detection
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Graph Classification on Circulant Skip Link Graphs



Experiments
Graph prediction on Real-world datasets
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Predicting molecular properties  Molecular graphs

Molecular 
property

OGB-molhivQM9



Takeaway
We use Particle filters to approximate the search-tree of IR based solvers.

With PF-GNN, we get

● Principled approximation of 

universal representations on graphs

● No exponential runtime

● No preprocessing required
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Thank you!
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